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Abstract

The selection of services of a workflow based on Quality of Service (QoS) attributes is an important issue in service-oriented systems. QoS attributes allow for a better selection process based on non-functional quality criteria such as reliability, availability, and response time. Past research has mostly addressed this problem with optimal methods such as linear programming approaches. Given the nature of service-oriented systems where large numbers of services are available with different QoS values, optimal methods are not suitable and therefore, approximate techniques are necessary. In this paper, we investigate Genetic algorithms and Particle swarm optimization for the service selection process. In particular, both methods are combined with an optimal assignment algorithm (Munkres algorithm) in order to achieve higher solution qualities (success ratios) and to form a so called memetic algorithm. Experiments are conducted to investigate the suitability of the approaches and to compare the memetic algorithms with their non-memetic counterparts. The results reveal that the memetic algorithms are very suitable for the application to the workflow selection problem.
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1. Introduction

The distribution of software systems have increased over the last decade. There are many different reasons for this increase, and one of them is the need to integrate and connect heterogeneous applications and resources within organizational, but also across organizational boundaries. In particular, most
legacy systems and applications were designed for their specific purpose, but not with the view in mind that they need to be integrated with and adapted to different application scenarios. This lack in the design of these legacy systems require new paradigms and approaches to be integrated to cope with these challenges.

Service-orientation provides the conceptual principle necessary to deal with the integration challenges as well as with the increasing complexity by providing adaptive software units referred to as services. Services are characterized by properties such as loose coupling, well-defined service contracts, and standardization that allows them to be independent of any particular implementation technology [1].

The idea behind service-oriented computing is that businesses offer their application functionality as services over the Internet, and users or companies can make use of these services by composing and integrating these services into their applications. Service-oriented architecture is the concept that combines this idea. Figure 1 describes the basic components of the service-oriented architecture that are the providers, requesters and registries. The service provider publishes the service description in a service registry, and a service requester can query a service from the registry, and dynamically bind it to one of the services that are returned by the search query.

The main idea of service-orientation is to compose these services by discovering them and then dynamically invoking them when building applications, rather than building them from scratch or reusing other applications. Service composition (also called orchestration) enables the development of
building service-oriented applications using existing services. The result of this composition process is referred to as a composite service. In this paper, we assume that all available services are validated pre-runtime, so that failure cannot occur during the composition process due to incompatibility.

The standard orchestration language is WS-BPEL (Web Service Business Process Execution Language) [2]. Choreography is another term used in service-oriented environments that describes the message interchanges between the different participants in service-oriented systems. It provides the global distributed model of message exchanges without the need of a central coordinator [3]. The Web Service Choreography Description Language (WS-CDL) [4] is one of the first languages for describing the global model of service interactions.

One primary requirement of service-oriented systems is the ability of self-adaptivity [5]. Self-adaptivity in the area of service-oriented environments means that the system should be able to adapt its behavior depending on the changes within its environment. A possible solution for this adaptability, in particular for service composition, is the concept of Quality of Service (QoS). All non-functional attributes of a service, such as performance-specific attributes, are described by QoS. QoS attributes can be categorized into deterministic and non-deterministic attributes [6]. Non-deterministic QoS attributes, such as response time, have uncertain values during service invocation. It is necessary to provide as accurate as possible values for all QoS attributes for composite applications and their execution.

A Service Level Agreement (SLA) is a contract between a service provider and a service consumer that captures the agreed-upon terms with respect to QoS parameters. Considering a service-oriented computing environment, capabilities are shared via the implementation of web services exposed to by a service provider. When a service requester requires a specific functionality, which cannot be provided by one single service, the composition of multiple services needs to be done thereby creating a workflow. The composition of web services should not only be functionally compatible, but should also be compatible with regards to the defined service levels. In particular, QoS attributes need to be considered for the dynamic binding process of the concrete services available. Therefore, QoS-aware composition is necessary given the changing and dynamic environment of service-oriented systems (services come online or go offline, new services become available, or existing services change their characteristics).

This paper addresses the workflow selection using approximate algorithms
such as Genetic algorithms (GA) and Particle Swarm Optimization (PSO) for the optimization process. Furthermore, the selection of services is based on QoS parameters as well as on service level agreements. Preliminary results have shown that the approximate algorithms achieved an optimized service selection that were higher than that of a random selection and took less time than the optimal algorithm, however, the solution quality needs to be further improved. In order to address this, we apply the memetic algorithm idea of combining an evolutionary algorithm or swarm intelligence algorithm with a local search technique in order to balance the exploration and exploitation of the search space, and therefore, achieving higher solution quality. GA as well as a PSO approach are combined with an optimal search method called the Munkres algorithm. Both algorithms are implemented and experiments show that the combination achieves much higher solution qualities applied to the workflow selection problem than the basic GA and PSO. In particular, it balances the high computational complexity of the Munkres algorithm is balanced with the stochastic advantages of the GA and PSO.

This paper is structured as follows. Section 2 describes related work in the area. In Section 3, background information on workflows, quality of service, and service level agreements are given. Section 4 outlines and describes the approaches implemented, and the experiments conducted. The results are displayed in Section 5. And last but not least, Section 6 summarizes the findings and gives an account to future work.

2. Related Work

Related work in the area of service and workflow selection can broadly be classified into the following categories: web service infrastructure, agent-based, fuzzy-based, trust-based and optimization approaches. Some but not all of these approaches use QoS as a measure for the selection process.

A dynamic web service selection and composition approach is described in [7]. The approach determines a subset of web services to be invoked during runtime in order to orchestrate a composite web service successfully. A finite state machine model is used to describe the permitted invocation sequences of the web service operations, and a reliability measure is aggregated for the web service operations.

A transactional and QoS-aware selection algorithm is proposed in [8]. The composition of services is recursively constructed based on diverse functionalities, transactional properties and QoS thereby considering the user’s
requirements. This approach addresses the composition of a workflow based on transactional properties and QoS characteristics using proofs as well as an experimental analysis.

An adaptive hybrid semantic matchmaker for services is proposed in [9]. The matchmaker determines three kinds of semantic service similarity that are logic-based, text-based and structural-based. The degree of structural similarity is computed with the help of the SWDL-analyzer tool by means of XMLS tree edit distance measurement, string-based and lexical comparison of the respective services.

An open, fair, dynamic and secure framework to evaluate the QoS of services is outlined in [6]. The fair computation and enforcement of QoS of web services should have minimal overhead, but yet should be able to achieve sufficient trust by both service requesters and providers. A case study of a phone service provisioning marketplace application shows the idea of the approach.

The area of agent-based service selection has looked at ways to formulate the problem of service selection. In [10], inspiration from traditional recommender approaches is taken and a new agent-based approach in which agents cooperate to evaluate service providers is proposed. The agents rate each other, and decide on the weight to place on each other’s recommendations. The algorithm is devised to work in the context of a concept lattice that enables to find relevant agents.

Another approach [11] developed a multi-agent framework based on an ontology for QoS and a new model of trust. The ontology provides the basis for the providers to advertise their service capabilities and for consumers to express their preference in order for ratings of services to be gathered and shared. The ratings give an empirical measure for the selection of services, and the ratings are quality-specific and obtained by automatic monitoring or user input.

A trustworthy service selection and composition framework based on Bayesian networks and a beta-mixture model is presented in [12]. This approach was devised since existing approaches either failed to capture the dynamic relationships between services or assumed that the environment is fully observable. Experimental results show that their approach punish and reward services in terms of the quality criteria they offer, also this approach is effective even though having to deal with incomplete observations.

Another trust and reputation management approach was introduced in [13]. Their approach tackles the issue to detect and deal with false ratings
by dishonest providers and users. A new QoS-based selection approach and ranking solution is given with a formal description, and in addition, experiments are conducted to validate and demonstrate that the solution yields high-quality results under various realistic deception behaviors.

In [14], a system for supporting the user in the discovery of semantic web services is used to model an ad-hoc service request by selecting conceptual terms rather than using strict syntax formats. The selection exploits the fuzzy formal concept analysis to request the system to return a list of semantic web services that match the user query.

A service selection method based on the technique for Order Preference by Similarity to an ideal Solution (TOPSIS) with fuzzy opinions is used to evaluate the weights of various criteria and the rating of each alternative web service in [15]. The approach uses triangular fuzzy membership functions to represent the weights of criteria and the ratings of web services.

In [16], a fuzzy-based UDDI (Universal Description, Discovery and Integration) with QoS support is proposed to consider the non-functional quality of QoS information for personalized web service selection. This approach considers the objective factors described by service providers, and subjective information with trustability evaluations from users by adapting GA to learn the user preferences, and to apply fuzzy logic to make decisions. The users can determine the most suitable web service with a fuzzy query interface to provide subjective and objective factors.

A decision model under consumer’s vague perception of intuitionistic fuzzy set for QoS-aware web services selection is proposed in [17]. The selection method is modeled as a fuzzy multi-criteria decision-making problem by considering the non-functional QoS properties that heavily rely on the perceptions of service providers and consumers.

The workflow service selection problem has received a lot of attention in the past years whereby many linear-programming approaches have been used [18][19]. In [20], complex workflow patterns are used to address the service selection problem, and linear programming is used to solve the optimization problem using an aggregation function for different QoS attributes.

In [21], a quality-driven web service composition approach is outlined applying linear programming. A global planning approach is employed to optimally select component services during the execution of a composite service. However, given that it is an optimal method it does not scale very well with growing search spaces [22].

Some approximate algorithms have also been applied. For example, in
[23], a GA approach is used for three QoS parameters (response time, cost, reputation). Basic GA-parameters are varied such as mutation rate, number of generations, fitness function, penalty factor, as well as a comparison of the GA-approach to other heuristics is done. The study reveals that the GA offers a good overall performance, however, not as good when compared to the other heuristics such as branch-and-bound and exhaustive search. This is surprising since GA usually reaches very close to the optimal solution. Their work, however, does not address SLA.

In [22], another GA approach is discussed. They are using four QoS attributes (cost, response time, availability, reliability) and include a factor measuring the ratio of the generations, and the maximum generations as well in their fitness function. Similar to the approach above, no SLA is addressed. Their empirical study compares the GA approach with linear programming. They point out that the linear programming approach does not handle non-linear functions, which the GA method can. Another major point they make is that the GA scales well when the number of services increases compared to the linear programming approach.

A multi-objective optimization based particle swarm optimization algorithm is presented in [24]. The approach solves the global optimization problem for service selection of web services compositions. In particular, it uses a multi-objective constrained optimization with constraints producing a set of constraints to meet the Pareto optimal solution. The QoS parameters considered were execution time, cost, availability, and reliability.

A PSO-based heuristic to schedule applications to cloud resources that takes into account both computation cost and data transmission cost is presented in [25]. Workflow applications by varying its computation and communication costs are compared. The cost savings when using PSO as compared to using existing BRS (Best Resource Selection) algorithm is analyzed. The results show that three times the cost savings can be achieved, as well as a good distribution of workload onto resources is obtained.

Related work done in the past by the author has followed two directions. First, GA and PSO applied to the single service selection problem was investigated [26]. It was discovered that GA and PSO are suitable for the single service assignment since every service request is optimized and a very good service with good QoS parameters is assigned. The second direction addressed the single- versus multi-objective GA approach [27]. In some studies done by other researchers, the single- vs. multi-objective GA was investigated separately, however, no comparison had been done between
the two, and furthermore, no consideration for service level agreements had been incorporated. The findings of this investigation revealed that the single-objective GA approach is better suited by achieving equivalent assignments needing less time for the optimization than the multi-objective approach. However, compared to an optimal method, the Munkres algorithm [28], the approximate methods (GA and PSO) do not achieve close solution qualities within a reasonable amount of time. In order to address this issue and to improve the solution quality of the approximate methods further, both GA and PSO are combined with the Munkres algorithm. This allows to generate higher solution quality at the same time keeping the execution time of the algorithms within a reasonable range given that the speed of the optimization is paramount in service-oriented environments.

3. Workflow Composition

3.1. Workflow Example

Figure 2: Example of a knowledge discovery workflow

Figure 2 shows the abstract as well as the concrete services. In order to illustrate the workflow composition, an example workflow of knowledge discovery in databases, also known as the KDD process [29], is introduced. The process is as follows: the data is first cleaned and preprocessed to remove noise or outlier in the data (AS₁). Then, the data is reduced and projected.
that includes finding useful features to represent the data ($AS_2$). Afterwards, the function of the data mining operation has to be chosen (e.g., summarization, classification, regression, and clustering) ($AS_3$). Then the chosen data mining algorithm is run in search of patterns of interest to be represented in a particular form such as classification rules or trees, regression, clustering, sequence modeling, etc. ($AS_4$). Once this is done, the results need to be interpreted, and redundant or irrelevant patterns need to be removed, and useful patterns need to be translated into terms understandable by users ($AS_5$).

The concrete services ($CS_{xy}$) of each abstract service ($AS_x$) provide the same functional, but different non-functional properties, i.e., QoS attributes. Selecting the services of a workflow based on QoS parameters requires an algorithm that can optimize the assignment of concrete services within a workflow for a given abstract workflow description. Furthermore, we are considering that multiple requests are being served at the same time. Given that performance in a service-oriented environment is of essence, we argue that we do not need to have optimal assignments, but close to optimal assignments should be found within a reasonable time.

### 3.2. Quality of Service Metric and Objective Function

There are many measures available for different QoS criteria, however, we consider the following four generic quality criteria for single services, also referred to as QoS parameters: reliability, availability, response time, and cost. The first two QoS parameters are to be maximized, whereas the last two are to be minimized.

The reliability $q_1(s)$ of a service is the fraction of requests correctly responded to within a maximum expected time frame. Reliability is a measure related to the hardware and software configuration of web services and their network connections. Reliability values are computed from past data measuring the successful executions in relation to the overall number of executions.

The availability $q_2(s)$ of a service is the fraction of time that the service is accessible. It measures the total amount of time in which the service is available during the last defined period of time (threshold is set by administrator).

The response time $q_3(s)$ denotes the expected delay in seconds from the moment a request is made until the moment when the results are returned. Services advertise their processing time or provide methods to inquire about it.
The execution cost $q_4(s)$ represents the amount of money a user has to pay for executing a service. Web service providers usually advertise the execution price directly or they provide methods to inquire about it. The QoS vector $q(s)$ of a service $s$ is defined as follows: $q(s) = (q_1(s), q_2(s), q_3(s), q_4(s))$.

However, in this study we are concerned not only with single services, but with complete workflows, and therefore, the QoS parameters of the single services have to be aggregated. We assume in our study that we are only using sequential workflows. Therefore, the availability $Q_1(w)$ and reliability $Q_2(w)$ of a workflow $w$ is calculated as the product of each single services availability and reliability respectively (as proposed by [30]). The response time $Q_3(w)$, and execution price $Q_4(w)$ of a workflow $w$ is the sum of each single service’s response time and service cost respectively.

Therefore, the QoS vector $Q(w)$ of a workflow $w$ is denoted as: $Q(w) = (Q_1(w), Q_2(w), Q_3(w), Q_4(w))$.

Our goal is to maximize the selection of services within a workflow based on the QoS parameters. In addition, we are maximizing $N$ workflows at the same time. The single objective function for reliability and availability is:

$$f_{obj} = \frac{Q_{ij} - Q_{j}^{\min}}{Q_{j}^{\max} - Q_{j}^{\min}}$$

and the single objective function for response time and cost is:

$$f_{obj} = \frac{Q_{j}^{\max} - Q_{ij}}{Q_{j}^{\max} - Q_{j}^{\min}}$$

whereby we define $Q_{ij}$ to be the value for workflow $i$ and the $j^{th}$ QoS parameter, and we define $Q_{j}^{\max}$ to be the maximum score any of the considered services achieves for the $j^{th}$ QoS parameter as defined above, i.e., $Q_{j}^{\max} = \max_{s \in S} q_j(s)$ where $S$ is the set of all possible services. And similarly, $Q_{j}^{\min}$ to be the minimum score any of the considered services achieves for the $j^{th}$ QoS parameter ($Q_{j}^{\min} = \min_{s \in S} q_j(s)$). Given that the different service levels need to be taken into account we have to define the following constraints:

$$Q_{ij} \geq Q_j(p) \quad \text{for} \quad j = 1, 2$$

and

$$Q_{ij} \leq Q_j(p) \quad \text{for} \quad j = 3, 4$$
whereby $Q_j(p)$ is the $j^{th}$ QoS value given the chosen service level plan $p$. The overall objective function for the optimization of the workflows is the following:

$$f_{obj} = \max \sum_{i=1}^{N} \left( \sum_{j=1}^{2} \omega_j \frac{Q_{ij} - Q_{jmin}}{Q_{jmax} - Q_{jmin}} + \sum_{j=3}^{4} \omega_j \frac{Q_{jmax} - Q_{ij}}{Q_{jmax} - Q_{jmin}} \right)$$ (5)

Note that the individual QoS parameters are treated differently depending on whether its value is minimized or maximized. Normalized scores are used and each QoS parameter can be weighted differently by parameter $w_j$.

### 3.3. Service Level Plan

A service level agreement (SLA) is a contract between a service provider and a service consumer, which captures the agreed-upon terms with respect to QoS parameters. Considering a service-oriented environment, capabilities are shared via the implementation of web services exposed by a service provider. When a service requester requires a specific functionality that cannot be provided by one single service, the composition of multiple services needs to be done thereby creating a workflow. In addition, the composition of web services should not only be functionally compatible, but also should be compatible with regards to the defined service levels. We define the SLA for each user category’s reliability, availability, response time, and cost accordingly.

<table>
<thead>
<tr>
<th>Table 1: Normalized service levels for different service plans</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>Platinum</td>
</tr>
<tr>
<td>Silver</td>
</tr>
<tr>
<td>Gold</td>
</tr>
</tbody>
</table>

Table 1 outlines the different service level plans (SLP) with normalized service level agreement values that are available to the users. Three different user categories are defined as Platinum, Silver and Gold.

The measure that is observed is the success ratio that measures the percentage of successful workflow compositions in terms of fulfilled SLA (as given in Equations (3) - (5)). For example, a success ratio of 90% implies that 90 out of 100 workflow requests fulfill the SLA requirements.
4. Approaches

Since evolutionary algorithms are not best suited for fine-tuning the search in complex combinatorial spaces, researchers have developed hybridization methods to improve the efficiency of the search [31]. Memetic algorithm is the hybridization of using an evolutionary algorithm in combination with a local search technique. Memetic algorithm are seen as extensions of evolutionary algorithms that apply a separate refinement process to improve the solution quality with methods such as hill-climbing or simulated annealing. Memetic algorithms are also known as hybrid evolutionary algorithms [32], Baldwinian evolutionary algorithms [33], Lamarckian evolutionary algorithms [34], cultural algorithms or genetic local search.

The underlying idea of all these algorithms is that they combine evolutionary algorithm operators with local search heuristics. Furthermore, combinations with constructive heuristics or optimal methods may also be considered within this category of algorithms (and this is what we are making use of). Memetic algorithms have been shown to be more efficient and more effective than the evolutionary algorithms alone for certain problem domains. Memetic algorithms can achieve higher solution quality in fewer numbers of generations. In particular, for many combinatorial optimization problems memetic algorithms have proven themselves to be very effective. An example of such is the quadratic assignment problem and the traveling salesman problem [35].

For more information on memetic algorithms, the reader is referred to an extensive review that is given in [36].

4.1. Munkres Algorithm

The Munkres Algorithm is an optimal combinatorial optimization algorithm, and was first known as the Hungarian algorithm. The Hungarian algorithm received its name by Kuhn in 1955 [37] [38] since it was based on the earlier works of two Hungarian mathematicians (Denes Koenig and Jeno Egervary). Two years later, Munkres reviewed and enhanced the algorithm and has been known as the Munkres algorithm [28] [39] ever since. The original algorithm was \( O(n^4) \), however, it was modified to achieve an improved complexity of \( O(n^3) \).

The assignment problem as formally defined by Munkres in 1957 [102] is: “Let \( r_{ij} \) be a performance ratings for a man \( M_i \) for job \( J_j \). A set of elements of a matrix are said to be independent if no two of them lie in the same line
(the word “line” applies both to the rows and to the column of a matrix). One wishes to choose a set of \( n \) independent elements of the matrix \( (r_{ij}) \) so that the sum of the element is minimum."

Similarly, the problem of workflow selection can be defined as: An \( n \times m \) requester-workflow matrix, representing the success ratio of each requester with every workflow combination. The Munkres algorithm works on this matrix, to assign the requests to workflows as to achieve an overall optimal success ratio.

A detailed description of the steps of the Munkres algorithm is given as:

1. **Step 1**: A \( n \times m \) matrix is created, called the success ratio matrix, in which each element represents the success ratio of assigning one of \( n \) requests to one of \( m \) workflows.

2. **Step 2**: For each row of this matrix, the highest value of the success ratio is found, and is subtracted from every element in the row. The absolute values are taken.

3. **Step 3**: A zero \( (Z) \) is searched for in the resulting matrix. If there is no starred zero in the row or column, the Zero is starred \( Z \). This is repeated for each row in the matrix.

4. **Step 4**: Then each column containing a starred zero is covered. If \( K \) columns are covered, the starred zeros describe a complete set of unique assignments. If this is the case, the algorithm continues with Step 8, otherwise, with Step 5.

5. **Step 5**: A non-covered zero in the matrix is found, and is primed. If there is no starred zero in the row containing a primed zero, the algorithm continues with Step 6. Otherwise, this row is covered and the column containing the starred zero is uncovered. This continues until there are no uncovered zeros left. Finally, the smallest uncovered value is saved and the algorithm continues with Step 7.

6. **Step 6**: A series of alternating primed and starred zeros are constructed in this step. Let \( Z_0 \) represent the uncovered primed zero found in Step 5. Let \( Z_1 \) denote the starred zero in the column of \( Z_0 \). Let \( Z_2 \) denote the primed zero in the row of \( Z_1 \). This series of alternating primed and starred zero construction is continued until the series terminates at a primed zero that has no starred zero in its column. Then, each of the starred zero of the series is unstarred, and each of the primed zero of the series is starred, and finally all the primes are erased and every line in the matrix is uncovered; and the algorithm continues with...
Step 4.

7. Step 7: The value found in Step 5 is added to every element of each covered row, and is subtracted from every element of each uncovered column. The algorithm loops back to Step 5 without altering any stars, primes, or covered lines.

8. Step 8: The assignment pairs are indicated by the positions of the starred zeros in the success ratio matrix. If success ratio\((i, j)\) is a starred zero, then the element associated with row \(i\) is assigned to the element associated with column \(j\), is added and then divided by the total number of successes to obtain the overall success ratio.

4.2. Memetic Algorithm (MA) Approach

A GA is a heuristic used to find approximate solutions to difficult-to-solve problems by applying the principles of evolutionary biology such as biologically-derived techniques of inheritance, mutation, natural selection, and recombination (or crossover) [40]. GAs are implemented as an algorithm in which a population of solutions (or individuals) to an optimization problem evolve towards better solutions. This is enabled since each solution is a chromosome that can undergo genetic modification.

The workflow selection problem has been encoded with the following chromosome representation:

\[
\begin{array}{cccccccccc}
SLP & NoS & CS1 & CS2 & CS3 & SLP & NoS & CS1 & CS2 & CS3 & CS4 & \ldots \\
2 & 3 & 13 & 26 & 31 & 1 & 4 & 18 & 23 & 37 & 42 & \ldots \\
\end{array}
\]

A gene within the chromosome consists of integers, whereby the first number characterizes the SLP, the second characterizes the number of services (NoS) that the workflow consists of, and the following integers are the concrete services of the workflow. The first digit from the left of a concrete service (CS) characterizes the abstract service number; the second describes the specific concrete service implementation. The number of services the abstract workflow consists of determines the length of the gene. For example, the first workflow consists of 3 services, the second of 4 services, etc. The service level guides the fitness calculations as described in the previous sub-section, i.e., the fitness value is determined depending on the service level. For this study, we consider workflows up to 5 services, having 10 concrete services available for each of the 10 abstract services.
The algorithmic description of the MA approach is given in Algorithm 1. The process of the optimization starts with a population of completely randomly generated individuals. In each generation, the fitness of each population member is evaluated. The fittest individuals, in terms of best fitness value, e.g. from an archive population, where the best solutions found so far are saved. As even the quality of solutions can range widely, particularly in earlier generations, members compete in tournaments, with winners forming a mating pool. Two parents are randomly selected from the pool, and undergo cycle crossover [41] and mutation to form two children. This is repeated until the new population of size N is filled. Then, for a given number of the population size (e.g., 10%), the individuals are randomly chosen to perform the Munkres algorithm on this partial selection. If after applying the Munkres algorithm an improvement is achieved, then the individuals are updated with the optimized selected services and the next generation continues until the stopping criteria is met.

Configurable parameters in the implementation include number of generations as termination criterion, tournament size (the size of the tournament used to select parents), crossover probability, effected positions (how many positions are set to crossover in the crossover mask), and mutation probability.

Algorithm 1 MA Algorithm
Input: Munkres portion n
initialize random population P
repeat
  for i = 1 to P do
    select parents from P
    generate offspring applying recombination to parents selected
    evaluate fitness
  end for
  run Munkres algorithm on n% of population and replace chromosomes
  with higher fitness
until stopping criterion is satisfied

4.3. Memetic Particle Swarm Optimization (MPSO) Approach
PSO, as introduced in [42], is a swarm based global optimization algorithm. It models the behavior of bird swarms searching for an optimal food
source. The movement of a single particle is influenced by its last movement, its knowledge, and the swarm’s knowledge. In terms of a bird swarm this means, a bird’s next movement is influenced by its current movement, the best food source it ever visited, and the best food source any bird in the swarm has ever visited.

PSO’s basic equations are:

\[ x_i(t + 1) = x_i(t) + v_{ij}(t+1) \]  

(6)

\[ v_{ij}(t + 1) = w(t)v_{ij}(t) + c_1r_1(t)(xBest_{ij}(t) - x_{ij}(t)) + c_2r_2(t)(xGBest_j) - x_{ij}(t)) \]  

(7)

where \( x \) represents a particle, \( i \) denotes the particle’s number, \( j \) the dimension, \( t \) a point in time, and \( v \) is the particle’s velocity. \( xBest \) is the best location the particle ever visited (the particle’s knowledge), and \( xGBest \) is the best location any particle in the swarm ever visited (the swarm’s knowledge). \( w \) is the inertia weight and used to weigh the last velocity, \( c_1 \) is a variable to weigh the particle’s knowledge, and \( c_2 \) is a variable to weigh the swarm’s knowledge. \( r_1 \) and \( r_2 \) are uniformly distributed random numbers between zero and one.

PSO is commonly used on real and not discrete problems. In order to solve the discrete workflow selection problem using the PSO approach, several operations and entities have to be defined. This implementation follows the implementation for solving the traveling salesman problem as described in [31].

First, a swarm of particles is initialized. A single particle represents a possible workflow, i.e., every particle’s position in the search space must correspond to a possible workflow. The workflow selection is implemented as a vector. Velocities are implemented as lists of changes that can be applied to a particle (its vector) and will move the particle to a new position (a new workflow). Further, \( \text{minus} \) between two particles, \( \text{multiplication} \) of a velocity with a real number, and \( \text{addition} \) of velocities have to be defined. \( \text{Minus} \) is implemented as a function of particles. This function returns the velocity containing all changes that have to be applied to move from one particle to another in the search space. \( \text{Multiplication} \) randomly deletes single changes.
from the velocity vector, if the multiplied real number is smaller than one. If the real number is one, no changes are applied. For a real number larger than one, random changes are added to the velocity vector. When a velocity is added to another velocity, the two lists containing the changes will be concatenated.

MPSO is described in Algorithm 2. First of all, the particles are randomly initialized, then each particle is evaluated by applying Equations (6) and (7). If the new position is better than the particle’s best position, the particle’s best value is updated. If the particle’s new position is better than the swarm’s best position, then the swarm’s best position is updated. Each particle’s velocity and position are updated, and then the Munkres algorithm is run on a certain number of particles (e.g., 10%). If after applying the Munkres algorithm an improvement is achieved, then the appropriate particles are updated and the next generation continues until the stopping criterion is satisfied.

The PSO implemented uses guaranteed convergence, which means that the best particle is guaranteed to search within a certain radius, implying that the global best particle will not get trapped in a local optima. Configurable parameters in the implementation include numbers of particles (size of the swarm), number of generations, $c_1$ (the weighting of the local knowledge), $c_2$ (the weighting of the global knowledge), $w$ (the weighting of the last velocity), radius (defines the radius in which the global best particles searches randomly), global best particle swarm optimization (determines whether global best particle swarm or local best particle swarm optimization is used), and neighborhood size (defines the neighborhood size for local best particle swarm optimization).

5. Experiments and Results

5.1. Experimental Setup

All four algorithms were implemented in Java and experiments were designed to measure the success ratio and the execution time. Measurements include analysis of success ratio and execution time for different numbers of generations, numbers of individuals used, numbers of particles used, different variations of the weights in the fitness function, and the scalability of the approaches. Thirty runs were conducted in order to account for the stochastic nature of the algorithms. The data set for the services and workflows were randomly generated. Workflows were generated consisting up to five abstract
Algorithm 2 MPSO Algorithm

Input: Munkres portion n
Initialize the swarm of particles
repeat
  for each particle \( p \) do
    value\(_p\) ← evaluate\((x\_p)\)
    if value\((x\_p)\) < value\((p\text{best}_p)\) then
      p\text{best}_p ← x\_p
    end if
    if value\((x\_p)\) < value\((g\text{best})\) then
      g\text{best} ← x\_p
    end if
  end for
  for each particle \( p \) do
    velocity\(_p\) ← updateVelocity()
    x\_p ← updatePosition\((x\_p, \text{velocity}_p)\)
  end for
  apply Munkres algorithm on \( n\% \) of particles and replace the particles with higher fitness
until stopping criterion is satisfied
services, out of a pool of ten concrete services for each of the ten abstract services, i.e., one hundred concrete services. Please note that we assume that a concrete service can be used in several workflows, and no maximum bound is given for simultaneous calls.

The following parameters have been chosen due to their superior performance on preliminary runs of the workflow selection problem, balancing between accuracy and execution time, also with regards to scalability. In addition, the parameters of GA and PSO were set in order for both algorithms to achieve comparable success ratios and execution times.

For GA/MA, the parameters were set to:

- population size = 100
- number of generations = 1,000
- crossover probability = 60%
- mutation probability = 0.5%
- size of the tournament selection = 10
- number of positions that are selected for crossover = 10%
- selection of individuals applied on Munkres algorithm = 10%

For PSO/MPSO, the parameters were set to:

- number of particles = 100
- number of generations = 1,000
- \( w = 0.5 \)
- \( c_1 = 1.8 \)
- \( c_2 = 0.05 \)
- radius = 5.0
- global best PSO
- selection of particles applied on Munkres algorithm = 10%

The experiments were conducted on an Intel Core 2 Duo (2.4GHz, 3MB L2 cache) running the Java version 1.6.2 JDK runtime environment.
5.2. Results

The results are presented in the following order: first, the success ratios and execution times of all algorithms are displayed showing the difference of both measures of the non-memetic (GA and PSO) and the memetic (MA and MPSO) algorithms; then MA and MPSO are further analyzed for different numbers of generations; then MA is analyzed with regards to the numbers of individuals used, and similarly MPSO with regards to the numbers of particles used; then, the scalability of the approaches is investigated; followed by an analysis for varying percentages of Munkres portions.

Table 2 shows the results of the success ratios and execution times for all algorithms after 200 generations. The success ratios for both GA and PSO are relatively low compared to MA and MPSO. Both, GA and PSO achieving success ratios of around 87%, whereas MA and MPSO achieve values around 98%. Comparing MA with MPSO shows that the success ratio of MPSO is 98.7%, whereas MA has a success ratio of 98.3% after 200 generations. This clearly demonstrates that both MA and MPSO achieve higher success ratios, however, this comes at a price of increased execution times. GA and PSO run the 200 generations in around 53 seconds, whereas MA and MPSO need around 89 seconds. Comparing MA with MPSO reveals that MA has a slightly shorter execution time than PSO; measured are 88.6 seconds compared to 93.4 seconds for MPSO.

In order to find out whether the MA and MPSO algorithms really improve the success ratio compared to their base algorithms, GA and PSO were run for the same amount of time and the success ratio was measured. The results are that the GA achieved a success ratio of 90.3% when run for 88.6 seconds (as compared to MA achieving 98.3%), and PSO achieved a ratio of 90.8% when run for 93.4 seconds (as compared to MPSO achieving 98.7%). This confirms that the local search method within the memetic variants improve the success ratio by a significant portion.

Table 2: Success ratios and execution times of all algorithms

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Success ratio [%]</th>
<th>Execution time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>86.8</td>
<td>53.5</td>
</tr>
<tr>
<td>MA</td>
<td>98.3</td>
<td>88.6</td>
</tr>
<tr>
<td>PSO</td>
<td>87.3</td>
<td>53.1</td>
</tr>
<tr>
<td>MPSO</td>
<td>98.7</td>
<td>93.4</td>
</tr>
</tbody>
</table>
Figure 3 shows the success ratios achieved by MA and MPSO for increasing numbers of generations. Both algorithms start with success ratios of around 86% after 10 generations, and achieving almost 100% after 200 generations.

![Figure 3: Success ratios for increasing generations](image)

The execution times shown in Figure 4 display almost a linear trend for 200 generations. As pointed out previously, MA scales slightly better than MPSO needing less time for the optimization process.

![Figure 4: Execution times for increasing generations](image)

Figures 5 and 6 show the success ratios and execution times for increasing
population sizes of MA, respectively. The success ratios range between 93.9% and 94.8% for a population size of 20 and 200, respectively. A linear trend can be seen in Figure 5 within the range of variation of ±0.04%. As for the execution times, shown in Figure 6, it increases first linearly for small population sizes, however, around a population size of 150 it shows a non-linear trend.

![Figure 5: Success ratios for increasing population sizes](image1)

![Figure 6: Execution times for increasing population sizes](image2)

Figures 7 and 8 show the success ratios and the execution times of varying particle sizes, respectively. The success ratios show a slight linear increase
with increasing particle sizes within the range of variation of $\pm 0.03\%$. The execution times seem to follow a similar trend as the ones for the MA algorithm. For the first numbers of particle sizes we can observe a nearly linear increase, whereas for particle sizes of 160 and higher a non-linear trend is observed.

![Figure 7: Success ratios for increasing particle sizes](image)

![Figure 8: Execution times for increasing particle sizes](image)

Table 3 shows the different success ratios and execution times for both algorithms for different Munkres portions ranging from 5\% to 20\%. In terms of execution times, we can observe the high computational cost the Munkres
portion has on both algorithms. As for the success ratio, larger increases can be seen first with smaller increases following. The number of generations chosen was 50.

Table 3: Success ratios and execution times for increasing % of Munkres portion

<table>
<thead>
<tr>
<th>Munkres portion [%]</th>
<th>MA</th>
<th>MPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Success ratio [%]</td>
<td>Exec. time [s]</td>
</tr>
<tr>
<td>5</td>
<td>89.4</td>
<td>25.8</td>
</tr>
<tr>
<td>10</td>
<td>93.6</td>
<td>31.1</td>
</tr>
<tr>
<td>15</td>
<td>95.2</td>
<td>47.9</td>
</tr>
<tr>
<td>20</td>
<td>97.9</td>
<td>66.4</td>
</tr>
</tbody>
</table>

In order to investigate the scalability of the approach, different workflow sizes ranging from 5 to 100 workflows are analyzed. The number of generations chosen was only 50 in order to show the effect of decreasing success ratios more evidently. Figure 9 shows how the success ratio decreases from around 100% to 93.4% for both approaches. As seen before, MPSO achieves slightly higher success ratios than MA, e.g., for a workflow size of 50, MPSO scores 96.9%, whereas MA scores 96.7%.

![Figure 9: Success ratios for increasing workflow sizes](image)

The execution times for the Munkres, MA and MPSO are shown in Figure 10. Please note that the y-axis is in logarithmic scale and displays minutes. It
reveals Munkres $O(n^3)$ complexity and demonstrate that the Munkres algorithm cannot be used on the workflow selection problem due to the enormous execution times for larger problem sizes.

Figure 10: Execution times for increasing workflow sizes including Munkres algorithm

6. Conclusions

This paper addressed the service composition task of workflows applying the concept of memetic algorithms to GA and PSO. Memetic algorithms are usually a combination of an evolutionary algorithm with a local search method. In this paper, given that we have a combinatorial optimization problem, GA and PSO have been combined with the Munkres algorithm, which is an optimal combinatorial assignment algorithm.

In the area of service-oriented systems, the service selection process has been done primarily using linear programming methods. However, given that linear methods do not scale well with increasing problem sizes, i.e., workflow sizes, an approximate method is paramount. The approximate methods such as GA and PSO achieve an optimized assignment in a reasonable amount of time. However, in order to further improve the solution quality, and tackling the problems the approximate methods face, namely the balance between exploitation and exploration, we have combined GA and PSO with the Munkres algorithm, therefore, achieving the benefits the memetic algorithms enjoy.

The results show that the memetic algorithms achieve higher success ratios than their non-memetic counterparts. The execution times of the memetic algorithms are as expected higher than the non-memetic algorithms.
Comparing the success ratio of both MA and MPSO showed that MPSO has slightly higher success ratios than MA. Furthermore, analyzing MA for increasing population sizes revealed a slight upward trend towards higher success ratios. Similarly, looking at MPSO a slight improvement in success ratios is observed for increasing particle sizes.

The effect of different Munkres portions on both memetic algorithms was investigated. In terms of execution times, the high computational cost the Munkres portion places on both algorithms can be observed when the portion gets larger. As for the success ratio, larger increases are seen first with smaller increases following. This reveals that a good balance between improved success ratio and execution time needs to be chosen.

Given that scalability is a very important issue in service-oriented environments, different workflow sizes were investigated. The success ratio dropped substantially for larger workflow sizes. This shows that if the success ratio needs to remain constant for different numbers of workflow sizes the number of generations needs to be increased, as well as the population size and particle size for MA and MPSO needs to be increased, respectively. However, this comes at the cost of higher execution times, and therefore, need to be traded off carefully.

Overall, a general recommendation is to make use of the memetic algorithms for the workflow selection optimization since they achieve very good success ratios with slightly larger execution times than the non-memetic algorithms, by having an improved execution time as opposed to using an optimal algorithm such as the Munkres algorithm.

Future work will expand this line of research by taking the following constraints imposed by the real world setting of service-oriented systems into consideration. First of all, service invocations of a particular service are limited, and therefore, need to be taken into account. In addition, failure of the service execution and recomposition needs to be addressed, and a solution needs to be implemented and evaluated. Furthermore, since the workflows and concrete services were fairly similar in terms of range, the effects of larger variations on the QoS values of the workflow services need to be investigated.
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