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Abstract: Breast cancer is the most commonly diagnosed cancer in women worldwide. Prevention1

strategies are essential to decrease their impact on the population. Efficient techniques for breast2

cancer detection are the key to reducing the mortality rate. In the first part of this research, we used3

rule mining and discovered rules of breast cancer patients based on different ethnic groups. The4

interpretation of these rules is also discussed. This knowledge in the form of rules can be useful5

for physicians and other healthcare organizations to understand the characteristics of breast cancer6

patients for particular races. Ultimately, different prevention programs or processes targeting a7

specific race can be initiated in the early stage of disease progression. In the second part of this8

research, the machine learning method named super learning or stacked-ensemble that consist of9

three distinct base learners/algorithms is used. A comparison of the performance of the super learner10

and the individual base learners is investigated. The results show that the super learning achieves11

better predictive performance compared to the individual base learners on the breast cancer risk12

factors data.13

Keywords: data mining; class association rule mining; breast cancer; risk factors; machine learning,14

classification, super learning, stacked ensemble, H2O.15

1. Introduction16

Cancer is one of the devastating diseases worldwide. According to the World Health Organization17

(WHO) [1] there are more than 10 million new cases reported every year. Cancer affects nearly every18

household although different types of cancer are prevalent in different geographical regions. One19

example is breast cancer, which is the most common type of cancer in women worldwide with 1.720

million new cases being diagnosed in 2012 [1]. Therefore, prevention strategies are needed to address21

this issue. The identification of risk factors of breast cancer is important since it allows physicians to22

be able to inform the patients about the risks associated. Furthermore, the physician will be able to23

suggest preventive measures.24

Data mining can be described a process of extracting implicit, unknown, and useful information25

from a large volume of data [2]. Data mining encompasses several different techniques. Rule mining26

is one of the techniques used that provides the mining knowledge in form of rules, which are easily27

understood [3]. Association rule mining [4] is a special category of rule mining that was introduced in28

1993. Since then this technique has been applied to different application domains, in particular, in the29

medical domain [5] [6] [7] [8]. Association Rule Mining (ARM) has also another name used in industry,30

which is “market-basket analysis".31
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In the first part of this paper, we look at the discovery of significant rules for breast cancer32

patients focusing on different ethnic groups. Predicting the risk of the occurrence of breast cancer is an33

important issue for clinical oncologists. A reliable prediction will not only help oncologists and other34

clinicians in their decision-making process but will also allow clinicians to choose the most reliable and35

evidence-based treatment. Moreover, the best prevention strategies for the patients can be identified.36

Classification is a supervised learning technique that classifies unseen data into a finite set of37

classes [9] by learning a target function that maps each feature into one of the pre-defined classes38

[10] [11]. The target function is also referred to as the classification model. Classification is applied39

to many different fields with the aim to come up with the best performing model by experimenting40

with different classification algorithms. The usual procedure done to achieve better performance for41

a particular data set is to use a single classifier. However, nowadays a single classifier usually does42

not provide the best performance so research have looked at different techniques to address this. For43

example, multiple models could be used for the classification task. Researchers have been applying44

Bagging (Random Forest) and Boosting (Gradient Boosting Machine) ensemble techniques in different45

areas in order to obtain better performance [12] [13] [14]. Lately, a super learning or stacking method46

has been introduced that ensembles several base learners to obtain a better predictive model [9] [15]47

[16].48

In the second part of this paper, we apply a super learner or stacked ensemble technique to the data49

set. The super learner uses three base learners namely Gradient Boosting Machine (GBM), Random50

Forest (RF), and Deep Neural Network (DNN). As the meta-learner, the Generalized Linear Model51

(GLM) is used [17] [18]. A comparison of the performance of the super learner and the individual base52

learners is conducted.53

This paper is comprised of the following sections proceeding the introduction 1. The related54

work is discussed in Section 2. The preliminary background is described in Section 3. The analytical55

workflow is discussed in Section 4. In Section 5, we show our experiments. In particular, the evaluation56

criteria of the classification model along with the results of the super learner are shown and discussed.57

Section 6 discusses the results of the experiments. Section 7 provides the summary of this paper with a58

conclusion of our findings.59

2. Related Work60

Researchers have investigated breast cancer risk factors to find the relationship among them; they61

have also developed various breast cancer risk prediction models [19] [20][21][22]. The authors in62

paper [19], used statistical methods to investigate the association between Hormone Replacement63

Therapy (HRT) and breast cancer risk and they found that HRT increases the risk of breast cancer. In64

paper [20], authors used Gali model that can estimate the number of breast cancer cases for white65

women who are examined annually. The authors in paper [21], used commonly identified breast cancer66

risk factors to describe the model. Furthermore, a data mining approach called k-nearest-neighbor67

(KNN) is applied to determine the breast cancer risk score that ultimately improves the readability for68

physician and patients [22].69

Data mining technique called association rule mining (ARM) has been applied in the medical70

field to extract knowledge in a form of rules from the data. In paper [6], the authors implemented the71

ARM-based technique for finding co-occurrences of diseases carried by a patient from a healthcare72

database. The method collected data from a patients’ healthcare repository from which association rules73

were discovered. The researcher also investigated class association rule mining which is a variation of74

ARM technique, to discover the characteristic features [23]. By definition, a class association rule set is75

a subset of association rules with the particular classes as their consequences [24]. In traditional ARM,76

if we assign very low support value, then the class ARM will generate overfitting rules for a frequent77

class. On the other hand, if we specify the support value very high, then the insufficient number78

of rules for an infrequent class will be generated. In class ARM, this is not an issue since mining79

is done according to the class, and thus the algorithm is not influenced by the unequal proportion80
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between the classes. As an example, the authors in [5], discovered useful rules of breast cancer and81

non-breast cancer patients from risk factors data. In the first part of this paper, we discovered hidden82

but significant rules for breast cancer patients based on different ethnic groups. Rules of breast cancer83

patients from different ethnic groups can be useful for physicians to make a decision and to inform84

patients about risk factors. Also, physicians can alert patients about the potential risks of developing85

breast cancer. By this way, a prevention program or process for particular races can be initiated in the86

early stage of disease progression.87

Machine Learning (ML) techniques have applied in the medical field to help the decision-making88

process, for instance, for the prediction of cancer risk. Authors in paper [25] applied three different89

classification methods on breast cancer risk factors data. The authors also used several resampling90

techniques on the training data as risk factors data have an unequal proportion between cancer and91

non-cancer cases. Ensemble techniques, which is a popular modern machine learning algorithms, have92

been applied in different fields including the medical domain to obtain better predictive performance93

[12] [13] [14]. Super learning or stacking method that ensembles a group of base learners are also used94

by researchers [15] [16]. In [9], the authors used two different forms of super learner (SL); first one95

consist of two base learners and other consisting of three base learners. The authors showed that the96

super learner with three base learners provides better performance than the super learner having two97

base learners and all individual ML algorithms that they applied for their research. The authors used98

four popular data sets to assess the performance of their techniques.99

In the second part of this paper, we present a super learner technique with three base learners100

namely gradient boosting machine (GBM), random forest (RF), and Deep Neural Network (DNN);101

and as a meta-learner Generalized Linear Model (GLM) is used [17] [18]. We compare the performance102

of the super learner (SL) with the individual base learners; it shows that SL outperforms the individual103

base learners for the breast cancer risk factors data that we considered for this study.104

3. Preliminaries105

3.1. Data Description106

The data set contains information from 6, 318, 638 mammography examinations that was obtained107

from the Breast Cancer Surveillance Consortium (BCSC) database [26]. The data collection period was108

between January 2000 and December 2009. More information about BCSC data resource can be found109

at http://www.bcsc-research.org.110

3.2. Data Pre-processing111

The BCSC risk factors data set was pre-processed as outline in [5], and there are a total of 11112

attributes or columns with 1,015,583 instances. Among these, number of breast cancer patients and113

non-breast cancer individuals are 60,800 and 954,783 respectively. The distributions of different114

attributes of risk factors data can be found in paper [5].115

3.3. Further Pre-processing for Rule Discovery of Ethnic Groups having Multiple Consequents116

Our goal is to extract hidden but useful information in the form of rules for different ethnic groups117

of breast cancer patients from the risk factors data set. For that, we merged two attributes named118

breast cancer history (where the value is Yes – meaning we are considering breast cancer patients) and119

race attribute. We named it race-cancer-history since it considers breast cancer patients of different120

ethnic background. The distribution of race-cancer history for the cancer group is shown in Table 1.121

For instance, the Non-Hispanic-White-Yes value of attribute race/ethnicity represents breast cancer122

patients of the non-Hispanic White group. After converting into a transaction-like database there was123

total of 44 items and 60,800 instances for a class association rule mining.124

http://www.bcsc-research.org


Version September 12, 2024 submitted to Information 4 of 14

Table 1. Distribution of breast cancer patients based on race or ethnicity

Race or ethnicity Number of individuals
Non-Hispanic-White-Yes 54869
Asian_or_Pacific Islander-Yes 1867
Hispanic-Yes 2028
Other_or_Mixed-Yes 1055
Non-Hispanic-Black-Yes 736
Native-American-Yes 245

3.4. Data Set for Classification125

The BCSC risk factors data was divided into train and test portions for the classification model126

[25]. A total number of training examples were 812,466 with 48,640 breast cancer patients and 763,826127

non-breast cancer individuals while the total number of test instances were 203,117 having 12,160128

breast cancer patients and 190,957 non-breast cancer individuals. As risk factors data have imbalanced129

characteristics which indicate the data has an uneven distribution between the cancer patients and130

non-cancer individuals; for that reason, the training data has been resampled using different techniques131

[25]. For our analysis, we selected training data that has been modified using SMOTE and ENN [25].132

The distribution of the training data that were obtained by applying SMOTE and ENN is shown in133

Table 2.134

Table 2. Training data that were obtained by applying SMOTE and ENN.

Resampling technique Class = yes Class = no Total instances
SMOTE + ENN 437,256 658,167 1,095,423

4. Analytical Workflow135

In this section, we first used class association rule mining on modified risk factors data, discussed136

in Section 3.3 to extract useful rules of individuals having breast cancer from different ethnic/groups.137

After that, we applied the ensemble technique called super learning on the BCSC risk factors data as138

discussed in Section 3.4.139

4.1. Association Rule Mining140

Association Rule Mining (ARM) is one of the important techniques to generate and extract useful141

information from a large database. Detailed information on generating association rules along with142

important measures can be found in [2] [5]. Rules can be generated from data sets by specifying143

particular classes as their consequence which is named as class association rule technique. More144

information about class association rule techniques and their usage is available in paper [5] [27]. In this145

research, we applied class ARM and discovered hidden but significant rules for breast cancer patients146

of different ethnic groups.147

It is to be mentioned that here we have extracted rules having two attributes/items in148

the consequent at the same time. For that we have merged two attributes into one namely149

race-cancer-history that indicate breast cancer patients of a particular ethnic group; discussed in150

Section 3.3. As we consider non-Hispanic white, Hispanic, and Asian-or-pacific-islander races in151

the class association rule mining process, for that we ran the algorithm with consequent value as152

any of these three races along with specified support and confidence values. For instance, during153

rules generation for the non-Hispanic white group, we set the consequent as “race-cancer-history154

= non-Hispanic-White" along with other important measures. Rules of breast cancer patients from155

different ethnic groups can be useful for physicians not only to make a decision but also to inform156

individuals about risk factors.157
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Figure 1. Concept Diagram of Super Learner [9].

4.2. Super Learning158

Super learning (SL) or stacked ensemble generally consists of two or more machine learning159

(ML) algorithms. It is a cross-validation-based technique for combining ML algorithms that generally160

provide better predictions than those of the base algorithm [15] [16]. Detailed information and161

applications of super learner can be found in papers [15] [9] [28] [29] and the concept diagram of the162

super learning method for this research is illustrated in Fig. 1.163

4.2.1. Training Super Learner with Base Learners and Meta-Learner164

For base learners three machine learning algorithms were specified from H2O namely Gradient165

Boosting Machine (GBM), Random Forest (RF), and Deep Neural Network (DNN) [17]. The166

Generalized Linear Model (GLM) was selected as a meta-learner[17] [18].167

We trained all individual ML algorithms namely GBM, RF, and DNN. On each of these learning168

algorithms, default parameters available in H2O were used. Besides, 10-fold cross-validation is169

performed on each of these algorithms and the cross-validation prediction parameter specified as True.170

The target column also called as class value for risk factors data is binary; for that reason, the Bernoulli171

distribution was selected. In Table 3 the important parameters (default values) for each base learners172

are listed.173

Table 3. Default parameter values for corresponding base learners.

Base learner hyper-parameter default values

GBM

learn_rate: [ 0.1 ]
sample_rate: [ 1.0 ]
col_sample_rate_per_tree: [ 1.0 ]
max_depth: [ 5 ]

RF
sample_rate: [ 0.63 ]
col_sample_rate_per_tree: [ 1.0 ]
max_depth: [ 20 ]

DNN

activation: [ rectifier ]
hidden: [ 200, 200]
l1: [ 0.0 ]
l2: [ 0.0 ]

5. Experiments and Results174

Results that were obtained using a class association rule are shown in this section. Strong rules for175

breast cancer patients for different races were generated by selecting an appropriate value of support176
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Figure 2. Scatter plot of 5 rules for breast cancer patients of Asian_or_pacific_Islander race with
specified support, confidence, and lift values.

and confidence. Interpretations of a few strong rules are also shown in this section. In addition,177

evaluation measures for the classification model are discussed in this section. The results obtained178

from SL are also illustrated in this section.179

5.1. Rules Discovery180

Our objective is to generate characteristics of patients as a form of rules from a particular181

race/ethnic background with prior breast cancer. For that, we discovered rules using the class182

association rule technique with the specified support and confidence. We also defined the consequent183

of a rule (Race_cancer_history) so that we can get our target rules that represent the individual who has184

breast cancer and a particular race/ethnic background. From the distribution of breast cancer patients185

of race/ethnic group shown in Table 1, we can see that there are very few numbers of breast cancer186

patients of native-American, non-Hispanic-Black, and other-or-mixed in the BCSC risk factors data set.187

For that, we did not consider these ethnic groups having breast cancer in the rule mining process. In188

the rule mining process, we consider breast cancer patients of the non-Hispanic-White group that is189

the dominant group compared to other races. We also consider Hispanic and Asian-or-pacific-Islander190

races in the class association rule mining process.191

5.1.1. Rules of Breast Cancer Patients based on Ethnic Groups192

After several experiments, the support and confidence values were assigned to 0.005%193

and 80%, respectively, and we obtained 5 rules. Here, we specified the consequent194

value "Asian_or_pacific_Islander_Yes", to obtain the rules of breast cancer patients having195

Asian_or_pacific_Islander ethnic group. These rules are shown in Table 4 while the scatter plot196

of these rules sort by lift value is shown in Fig. 2.197

For breast cancer patients of the Hispanic group, after several experiments, the support and198

confidence values were specified to 0.005% and 85%, respectively, and we obtained 5 rules. Here, we199

assign the consequent "Hispanic_Yes", to obtain the rules of breast cancer patients belonging to the200

Hispanic ethnic group. These rules are shown in Table 5, while the scatter plot of these rules are shown201

in Fig. 3.202

For breast cancer patients of the non-Hispanic white group, the support and confidence values203

were assigned to 30% and 90%, respectively, and we obtained 23 rules. Here, we set the consequent or204
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Table 4. Discovered rules using the class association rule method (consequent =
Asian-or-pacific-Islander-Yes) with corresponding support and confidence.

SL Rules Supp. (%) Conf. (%) Lift

1 {Age_group=age_30_34, First_degree_relative=No,
Age_menarche=Age_less_12, Age_first_birth=Nulliparous,

BIRADS_breast_density=Heterogeneously_dense,
BMI_group=10-to-lessThan_25} 0.005 100 32.57

=>{Race_cancer_history=Asian_or_pacific_Islander_Yes}

2 {Age_group=age_40_44, First_degree_relative=No,
Age_first_birth=Age_greater_equal_30,

biopsy=No} 0.005 80 26.05
=>{Race_cancer_history=Asian_or_pacific_Islander_Yes}

3 {Age_group=age_30_34, Age_menarche=Age_less_12,
Age_first_birth=Nulliparous,

BIRADS_breast_density=Heterogeneously_dense,
BMI_group=10-to-lessThan_25} 0.005 80 26.05

=>{Race_cancer_history=Asian_or_pacific_Islander_Yes}

4 {Age_group=age_30_34, Age_menarche=Age_less_12,
First_degree_relative=No, Age_first_birth=Nulliparous,

BIRADS_breast_density=Heterogeneously_dense} 0.005 80 26.05
=>{Race_cancer_history=Asian_or_pacific_Islander_Yes}

5 {First_degree_relative=No, HRT=No,
Age_menarche=Age_greaterEqual_14,

Age_first_birth=Age_greater_equal_30,
Menopaus=post_menopausal, biopsy=No,

BMI_group=10-to-lessThan_25} 0.005 80 26.05
=>{Race_cancer_history=Asian_or_pacific_Islander_Yes}

Figure 3. Scatter plot of 5 rules for individuals with breast cancer of Hispanic race with corresponding
support, confidence, and lift values.
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Table 5. Extracted rules using the class association rule technique (consequent = Hispanic-Yes) with
corresponding support, and confidence value.

SL Rules Supp. (%) Conf. (%) Lift

1 {Age_group=age_18_29, Age_first_birth=Age_20_24,
BMI_group=25-to-lessThan_30} 0.005 100 29.98

=>{Race_cancer_history=Hispanic_Yes}

2 {Age_group=age_30_34, Age_first_birth=Age_20_24,
BIRADS_breast_density=Extremly_dense} 0.005 100 29.98

=>{Race_cancer_history=Hispanic_Yes}

3 {Age_group=age_18_29, Age_menarche=Age_less_12,
BMI_group=10-to-lessThan_25,

BIRADS_breast_density=Heterogeneously_dense} 0.005 100 29.98
=>{Race_cancer_history=Hispanic_Yes}

4 {Age_group=age_45_49, First_degree_relative=No,
Age_first_birth=Age_less_20, HRT=Yes,

BMI_group=10-to-lessThan_25,
BIRADS_breast_density=Heterogeneously_dense} 0.005 87.5 26.23

=>{Race_cancer_history=Hispanic_Yes}

5 {Age_group=age_65_69, First_degree_relative=Yes,
Age_menarche=Age_greaterEqual_14,

Age_first_birth=Age_less_20, HRT=No,
biopsy=Yes, BMI_group=10-to-lessThan_25,

BIRADS_breast_density=scattered_fibroglandular_densities} 0.005 87.5 26.23
=>{Race_cancer_history=Hispanic_Yes}
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class value was specified as "Non-Hispanic-White-Yes" to obtain the rules of breast cancer patients205

having the non-Hispanic white ethnic group. The scatter plot of these 23 rules are shown in Fig. 4,206

while the top 5 rules sorted by the lift value are shown in Table 6.207

Table 6. Rules generated using the class association rule technique (consequent set to
"Non-Hispanic-White-Yes") with corresponding support,confidence, and lift value. Top 5 rules sort by
lift values are shown.

SL Rules Supp. (%) Conf. (%) Lift

1 {BIRADS_breast_density=scattered_fibroglandular_densities,
HRT=No, Menopaus=post_menopausal, biopsy=Yes } 37 92 1.02

=>{Race_cancer_history=Non-Hispanic-White_Yes}

2 {BIRADS_breast_density=scattered_fibroglandular_densities,
Menopaus=post_menopausal, biopsy=Yes } 38 92 1.02

=>{Race_cancer_history=Non-Hispanic-White_Yes}

3 {BIRADS_breast_density=scattered_fibroglandular_densities,
HRT=No, Menopaus=post_menopausal } 38 92 1.02

=>{Race_cancer_history=Non-Hispanic-White_Yes}

4 {BIRADS_breast_density=scattered_fibroglandular_densities,
Menopaus=post_menopausal } 39 92 1.02

=>{Race_cancer_history=Non-Hispanic-White_Yes}

5 {BIRADS_breast_density=scattered_fibroglandular_densities,
HRT=No, biopsy=Yes } 40 92 1.01

=>{Race_cancer_history=Non-Hispanic-White_Yes}

5.1.2. Interpreting Rules208

We can comprehend rule 1 in Table 4 as “If a person’s age range is between 30 and 34, with209

no breast cancer of first degree relatives, first menstrual cycle is below 12 years, age at first birth is210

nulliparous, breast density is heterogeneously dense, and body mass index is between 10 and 25 then211

the individual having race Asian-or-Pacific-Islander can be a breast cancer patient".212

Rule 1 in Table 5 can be interpreted as “If a person’s age range is between 18 and 29 having first213

child birth at age within the range 20 to 24, and body mass index is between 25 and 30 then there is a214

very high chance that individual of Hispanic ethnicity could have breast cancer".215

Similarly, we can interpret rule 1 in Table 6 as “If a individual’s breast density is scattered216

fibroglandular dense with no records of using hormone replacement therapy having post menopausal217

status, and no previous breast cancer biopsy then the individual having race non-Hispanic-White is a218

breast cancer patient".219

5.2. Evaluation Criteria of Classification Model220

To measure the performance of the super learner, which is a classification model, several221

evaluation metrics were considered, like Accuracy, Precision, Sensitivity / Recall, and Specificity222

[30]. These were derived from the confusion matrix, and used to the evaluation of the model, and are223

shown in Equation (1) through (4).224

Accuracy = (TP + TN)/(TP + FP + TN + FN) (1)

Sensitivity/recall = TP/(TP + FN) (2)
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Figure 4. Scatter plot of 23 rules for breast cancer patients of Non_Hispanic_White race with specified
support, confidence, and lift values.

Speci f icity = TN/(TN + FP) (3)

precision = TP/(TP + FP) (4)

where:225

TP = number of positive instances that classified as positive
TN = number of negative samples accurately classified
FN = number of positive observations that classified incorrectly
FP = number of negative samples does not classified correctly

226

Also, the Area under the Receiver Operating Characteristic curve (ROC) was considered [30] and227

a detailed description of this metric can be found in [9].228

The F1 measure is another popular performance metric for evaluating the performance of
classification techniques, which is defined as given in Equation (5).

F − measure = 2 ∗ precision ∗ recall
precision + recall

(5)

Also, the G-mean that shows the balance between classification performances on the majority229

and minority class were also considered. This metric consists of both positive and negative examples.230

G-mean can be described as the square root of the product of sensitivity and specificity that are shown231

in Equation (6).232

G − mean =
√

Sensitivity ∗ Speci f icity (6)

5.2.1. Results of Super Learner233

In this research, a comparison of the performance of the stacked ensemble or super learner (SL)234

method and the individual machine learning algorithms also named as base learners are conducted.235

We applied the SL methods on the training data discussed earlier and shown in Table 2. For the236

evaluation of the model, we used the test data set. Table 7 shows the performance (accuracy, precision,237

recall/sensitivity, specificity) of SL and three different machine learning (ML) methods on the test data.238
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Table 7. Performance (accuracy, precision, recall/sensitivity, specificity) of SL and three diverse ML
techniques on the test data (Bold indicates the best value).

Algorithms Accuracy (%) Precision (%) Recall/Sensitivity (%) Specificity (%)

GBM 88.92 98.14 89.923 73.20

RF 88.88 98.12 89.12 73.02

DNN 89.50 97.67 91.00 65.95

SL 88.81 98.17 89.77 73.72

Table 8 shows the performance (AUC, F1, and G-mean) of SL along with three different ML239

algorithms on the test data.240

Table 8. Performance (AUC, F1, and G-mean) of SL and three individual machine learning algorithms
on the test data (Bold indicates the best value).

Algorithms AUC F1 G-mean

GBM 0.9234 0.9385 0.8113

RF 0.9198 0.9383 0.8102

DNN 0.7877 0.9422 0.7747

SL 0.9247 0.9378 0.8135

Comparing Table 7 and Table 8, if we consider predictive performance based on test data, we241

can see that for super learning best results were achieved. In Table 7, for accuracy and recall best242

values were obtained when the individual learner named DNN was applied, however, best values for243

precision and specificity were obtained using the SL method.244

In Table 8, the performance measures AUC, F1, and G-means were listed that are considered245

important metrics for imbalanced data. In the case of F1, DNN provides the best value which was just246

slightly greater than SL. However, for AUC, and G-means SL provides the best values that are slightly247

greater than GBM, and RF methods but considerably greater than the DNN model.248

6. Discussion249

The data mining approach named rule discovery is very useful since rules can conveniently250

provide meaningful information. The class association technique was applied in paper [52] that251

discovered knowledge in the form of rules for both breast cancer and non-breast cancer patients252

from the BCSC risk factors data. From this information, risk factors associated with breast cancer253

can be learned. However, it is also important to know similar information based on a particular race.254

The current paper addresses this issue by identifying significant information in the form of rules255

for different ethnic groups of breast cancer patients. In machine learning, the classification that is256

considered as supervised learning is used to classify the unknown or target class as accurately as257

possible for each instance in the data. Different classification algorithms were applied to the breast258

cancer risk factors data [25]. In this paper, we tried to improve the performance of the model by259

applying the super learning method.260

The studies that we conducted has a few limitations. First, the BCSC risk factors data that we261

investigated for this research is robust, however, we did not have information about the overall quality262

of the data. Second, as there are very few numbers of breast cancer patients of native-American,263

non-Hispanic black, and other-or-mixed in BCSC risk factors data set, these ethnic groups had to be264

removed during the rule mining process. During the class association rule mining step, we considered265
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non-Hispanic white, Hispanic, and Asian-or-pacific-islander races. In addition, among these three266

races the number of breast cancer patients for Hispanic and Asian-or-pacific-islander were very low267

compared to the non-Hispanic white group. To address this issue, we specified multiple support268

values for breast cancer patients of both Hispanic and Asian-or-pacific-islander; we specified a very269

low minimum support as there are few numbers of instances for these two groups. In literature [5] [31],270

researchers applied the same concept by specifying multiple support values for rare item problems and271

by applying the same idea such as setting a low support value, we extracted rules for both Hispanic272

and Asian-or-pacific-islander that are infrequent in the risk factors data. Although minimum support273

values were very low for breast cancer patients of specified races, however, confidence value that274

indicates the predictive strength of the rules were assigned high. Third, for a classification model, we275

used resampled training data that was obtained using SMOTE and ENN techniques. This was done as276

data used for this study were highly imbalanced - unequal distributions between cancer and non-cancer277

individuals. By using the super learning approach, we achieved acceptable performance, however,278

to improve the performance further, more investigation is needed to find or develop appropriate279

resampling techniques for this particular data set; also different cost-sensitive techniques can be280

investigated.281

7. Conclusion282

In this research, a data mining technique named class association rule discovery and a machine283

learning method called super learning have been investigated for breast cancer risk factors data. In the284

first part of this study, rule discovery from different ethnic groups of breast cancer patients was done.285

By using these rules or knowledge, appropriate strategies targeting particular races can be developed.286

Besides, medical professionals or healthcare organizations can inform vulnerable individuals about287

their risk. Ultimately, the mortality of breast cancer can be reduced by early detection of cancer288

cases. Classification is one of the significant tasks of machine learning that correctly classify the289

target class for each instance in the data. The second part of this paper focused on enhancing the290

performance of the classification model by using the super learning technique consisting of three291

diverse algorithms.The results show that for breast cancer risk factors data, super learning provides292

better predictive performance compared to the individual three machine learning algorithms that were293

selected as the base learners for this research.294

This research can be improved by discovering rules for breast cancer patients of other ethnic295

groups and extracting knowledge from different ethnic groups for individuals with no breast cancer.296

Moreover, from the classification perspective this work can be extended by using more diverse297

techniques with optimal parameters to improve its performance. In addition, as super learning298

generally provides better performance than the individual learner, the technique can be applied to299

other research problems.300
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The following abbreviations are used in this manuscript:
WHO - World health Organization
ACS - American Cancer Society
ARM - Association Rule Mining
GBM - Gradient Boosting Machine
RF - Random Forest
DNN - Deep Neural Network
GLM - Generalized Linear Model
HRT - Hormone Replacement Therapy
BMI - Body Mass Index
KNN - k-nearest-neighbor
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