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Abstract

As researchers and members of the IT industry move towards a vision of computing systems that manage themselves, it is imperative to investigate ways to dynamically validate these systems to avoid the high cost of system failures. Although research continues to advance in many areas of autonomic computing, there is a lack of development in the area of testing these types of systems at runtime. Self-managing features in autonomic systems dynamically invoke changes to the structure and behavior of components that may already be operating in an unpredictable environment; further emphasizing the need for runtime testing. In this paper we propose a framework that dynamically validates changes in autonomic computing systems. Our framework extends the current structure of autonomic computing systems to include self-testing as an implicit characteristic. We validate our framework by creating a prototype of an autonomic container that incorporates the ability to self-test.
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1 Introduction

As technology-driven businesses continue to grow in size and complexity, there is a need to shift the burden of support tasks such as configuration, maintenance and fault management from people to technology [5]. IBM’s autonomic computing paradigm is a movement towards self-managing systems that automatically configure, heal, protect, and optimize themselves [8, 10]. The paradigm has successfully attracted members from both the IT industry and the research community [9], and has led to the development of many research projects based on autonomic computing [12]. Throughout the paper we use the terms autonomic computing systems and autonomic systems interchangeably.

Although research continues to advance in many areas of autonomic computing, there is a lack of development in the area of testing autonomic computing systems at runtime. Dynamic changes and reconfigurations resulting from self-management are typically applied and accepted with little emphasis on validating them against the system requirements. Goals are set as high level policies that induce modifications to system components, and provide a way for system administrators to check if the system is operating within the bounds of some desired behavior. However, such an approach is insufficient to determine if the system behavior still conforms with the overall functional and nonfunctional requirements after such modifications have been implemented. The major contribution of this paper is the development of a methodology that supports automatic runtime validation of changes resulting from self-management in autonomic computing systems. Our methodology:

1. Automatically performs self-testing on change requests in autonomic computing systems at runtime, and evaluates test adequacy through the use of a validation policy file.

2. Extends the current architecture of autonomic computing systems by applying concepts of Orchestrating and Touchpoint Autonomic Managers [8] to testing activities.

3. Provides two strategies for validation based on system overhead cost and feasibility of use - safe adaptation with validation, and replication with validation.

4. Integrates testing into the current workflow of autonomic managers through communications to new autonomic managers designed for testing.
This paper is organized as follows: the next section contains background information on autonomic computing, and briefly describes approaches to testing evolving and adaptive systems. Section 3 provides an overview of our testing methodology. Section 4 presents the architecture of the proposed autonomic testing framework. Section 5 provides details on the prototype used to validate our testing methodology. Section 6 presents related work, and in Section 7 we give concluding remarks and discuss future work.

2 Background

In this section we provide background information on Autonomic Computing, and outline IBM’s architectural blueprint for building self-managing systems. Approaches to support the validation of evolving and adaptive systems are also discussed in this section.

2.1 Overview of Autonomic Computing

Autonomic Computing (AC) is IBM’s proposed solution to the problems associated with the increasing complexity of computing systems, and the evolving nature of software. The AC initiative portrays a vision of computing systems [10] that manage themselves according to high-level objectives. Additional infrastructure is embedded within autonomic systems to automatically perform low-level decisions and actions, while administrators specify overall system behavior as high-level business-oriented policies. IBM identified the following core capabilities [10, 12] that support self-management in autonomic systems: (1) self-configuration – automatically configuring or re-configuring existing system components, and seamlessly integrating new components; (2) self-optimization – automatically tuning resources and balancing workloads to improve operational efficiency; (3) self-healing – proactively discovering, diagnosing and repairing problems resulting from failures in hardware or software; and (4) self-protection – proactively safeguarding the system against malicious attacks, and preventing damage from uncorrected cascading failures.

AC systems are characterized by intelligent closed loops of control that are typically implemented as the monitor, analyze, plan, and execute (MAPE) functions of autonomic managers (AMs). The monitor collects state information from the managed resource and correlates them into symptoms for analysis. If analysis determines that a change is needed, a change request is generated and a change plan is then formulated for execution on the managed resource.

2.2 Architectural Blueprint for AC

IBM’s architectural blueprint for AC [8] defines a common layered approach for describing self-managing systems. The five building blocks for the blueprint are touchpoints, autonomic managers, knowledge sources, a manual manager, and an enterprise service bus. Touchpoints implement sensor and effector behavior for the manageability interfaces of managed resources [8, 10]. A managed resource is any type of hardware or software entity that can be managed. Autonomic Managers may be either Touchpoint AMs or Orchestrating AMs, and can be organized in an hierarchical fashion [10]. Touchpoint AMs work directly with managed resources through their touchpoints. Orchestrating AMs manage pools of resources or optimize the Touchpoint AMs for particular resources. The portion of Figure 1 to the left of the dashed line depicts a typical layered setup for AMs in an autonomic computing system. An Orchestrating AM is shown managing a single Touchpoint AM, which in turn manages a single hardware or software resource. Knowledge sources are used to extend the built-in knowledge capabilities of AMs. At the topmost level is the manual manager (not shown in Figure 1), which implements a management console to facilitate the human administrator activity. An enterprise service bus connects the aforementioned building blocks by directing the interactions between them.

2.3 Testing Evolving & Adaptive Systems

The evolving nature of software means that systems typically require corrective, adaptive, or perfection maintenance [13] after initial deployment. Regression testing determines whether modifications to software have introduced new errors into previously tested code. This may involve re-running the entire test suite, or selecting a subset of the initial test suite for execution, i.e., selective regression testing [7]. Testing dynamically adaptive systems is extremely challenging because both the structure and behavior of the system may change during execution. Existing test cases may no longer be applicable due to changes in program structure, thereby requiring the generation of new test cases. Safe adaptation ensures that the integrity of system components is maintained during adaptation [17], and is comprised of the three phases: analysis, detection and setup, and realization. During analysis, developers prepare a data structure for holding information such as component configurations, dependency relationships, and adaptive actions. The detection and setup phase occurs at runtime and involves generating safe adaption paths for performing adaptive actions.
3 Overview of Testing Approach

Our approach incorporates testing activities into autonomic systems by providing validation services to autonomic managers (AMs) via test interfaces. Figure 1 shows our dynamic high-level test model for autonomic computing systems. The lefthand portion of Figure 1 shows a minimal autonomic computing system and the righthand portion shows our self-testing framework. The self-testing framework introduces test managers (TMs) that communicate with AMs to dynamically validate change requests. Our testing methodology can be divided into two general strategies which are based on system overhead cost and feasibility of use. Administrators can specify which strategy to use for individual resources depending on factors such as the nature of the resource (e.g., hardware or software); system configuration; and time and space requirements. In this section we introduce test managers and outline their duties, and provide detailed steps of our testing methodology based on the two strategies - safe adaptation with validation, and replication with validation. We describe the workflow of Figure 1 when using the aforementioned strategies in Subsections 3.2 and 3.3 respectively.

3.1 Test Managers

Test Managers (TMs) extend the concept of autonomic managers to testing activities. Like AMs, TMs may also be Orchestrating or Touchpoint [8]. Orchestrating TMs will coordinate high-level testing activities and manage Touchpoint TMs, while Touchpoint TMs perform low-level testing tasks on managed resources. We propose to integrate TMs within autonomic systems to dynamically validate the change requests generated by AMs. TMs will be responsible for:

- Performing regression testing to ensure that functional and nonfunctional requirements are still being met after the change;
- Generating test cases dynamically, and discarding test cases that are no longer applicable;
- Executing test cases and recording test results;
- Evaluating test results and test coverage with respect to a high-level validation policy;
- Maintaining a test repository to allow storage, organization and access to test cases, test logs, and validation policies.

To perform their duties, TMs will contain components that implement closed control loops that are consistent with the MAPE structure [8] of AMs.

Figure 1. A dynamic high-level test model for autonomic computing systems.

on system components. The actual adaptation is then performed during the realization phase in the following steps:

1. Move the system into a partial operation mode in which some functionalities of the component(s) to be adapted are disabled.
2. Hold the system in a safe state while adaptive actions are performed.
3. Resume the system process’ partial operation once all adaptive actions are complete.
4. Perform a local-post action to return the system to a fully-operational running state.
3.2 Safe Adaptation with Validation

The safe adaptation with validation strategy validates changes resulting from self-management as part of a safe adaptation process [17], and occurs directly on the managed resource. This strategy can be used when it is too expensive, impractical, or impossible to duplicate managed resources. The overhead cost of this approach is defined by the amount of time the component under test remains blocked while waiting for validation to complete. The steps of this approach correspond to the workflow of Figure 1 (starting from the lefthand portion) as follows:

1. A Touchpoint AM gathers information from a managed resource and correlates it into a symptom that warrants self-management.
2. A change request is generated by the Touchpoint AM and this event is detected via the sensor of an Orchestrating AM.
3. The Orchestrating AM initiates safe adaptation (3a.) and concurrently requests that an Orchestrating TM sets up validation (3b.) of the resource. An appropriate validation policy (3c.) is then loaded into the knowledge component of a Touchpoint TM.
4. The Touchpoint AM proceeds with safe adaptation until the resource is fully-adapted (i.e., up to step 3 of the safe adaptation process outlined in Subsection 2.3) but keeps the resource blocked until validation is performed.
5. The Touchpoint TM detects that the resource is in a fully-adapted safe state, and is therefore ready to be tested.
6. After initial analysis and planning, the Touchpoint TM executes test cases on the managed resource.
7. Test results and test coverage are coalesced into a log file, which is analyzed by the Touchpoint TM with respect to the validation policy.
8. A message indicating whether validation passed or failed (8a.), or if there was inadequate test coverage (8b.), is then sent to the Orchestrating TM.
9. The Orchestrating AM is notified as to whether or not to accept or reject the change request. Based on the validation policy, the Orchestrating TM may either report to reject the change as a result of (8b.), or attempt to enhance the test suite and continue validation to acquire greater test coverage.

3.3 Replication with Validation

The replication with validation strategy requires the system to create and/or maintain copies of the managed resource for validation purposes. Change requests for managed resources are first implemented on copies and validated prior to execution on the actual managed resources. Using this strategy, step (3a.) of Figure 1 would notify the Touchpoint AM to use replication with validation instead of safe adaptation with validation. This would then redirect step (4.) to implement the change request on a readily available copy of the resource, and the Touchpoint TM would perform validation using the changed copy. Such a strategy is only feasible when managed resources can be replicated, and has the disadvantage of relatively high overhead costs with respect to the generation and maintenance of resource copies. However, the replication with validation strategy has the advantage that validation can occur without halting the regular operation of the system for the entire time required to test the component. In addition, validation does not have to occur on the same node as the autonomic system, and hence the computational and storage overhead can be shifted so that there is little or no affect on system performance.

4 Architecture of Touchpoint TMs

In this section we present the architecture of Touchpoint Test Managers and define the functions of their architectural components. We also describe the interactions between these components, and provide a high-level algorithm for validating change requests.

4.1 Description of Components

The architectural components of Touchpoint TMs apply MAPE functions in the context of testing activities, and are described as follows:

- **Test Monitor** - retrieves structural information about the change implemented in the resource under test, and collects test results and information on test coverage. Prior to validation, the test monitor continuously polls the resource to be tested, and recognizes when it is in a state suitable for validation to begin.
- **Test Analyzer** - performs analysis using the current test suite, previous structure of the resource, and the new structure of the resource to determine applicable regression test cases; and develops new test cases to enhance the current test suite. The
test analyzer also evaluates the test results and test coverage provided in the test log.

- **Test Planner** - creates a test plan for the resource under test, which includes the test suite to be executed, a test schedule, and a post-test evaluation of the test log.
- **Test Executer** - applies test cases to the resource under test.
- **Test Knowledge** - stores validation policies that include the location of the resource to be tested, its previous structure, its current specification, a baseline test suite, and test coverage criteria. The test knowledge will also serve as a central repository for additional test cases, test results, and test histories.

4.2 Component Interactions

Like autonomic managers, TMs implement intelligent closed loops of control but for purposes of self-testing rather than self-management. These closed loops of control form the basis of the interactions between architectural components. Figure 2 shows two intelligent loops of control within Touchpoint TMs. The first loop traces arcs 1.1 through 1.5 in Figure 2(a), and the second loop traces arcs 2.1 through 2.5 in Figure 2(b). The operation of these loops may be externally monitored and intercepted by an Orchestrating TM as indicated by the lines labeled with the prefix OTM, which enter and exit through the top sensors and effectors respectively. Figure 3 shows a high-level algorithm which corresponds to how the closed loops and external orchestrating actions work together to validate changes to managed resources. The discussion for the rest of this subsection provides details for the relationship between Figures 2 and 3.

An Orchestrating TM first sends a validation policy for the resource to a Touchpoint TM, which loads it into the test knowledge component (1.0). The Touchpoint TM will automatically invoke the test monitor to retrieve the new structure of the resource (1.1) when it senses that the resource is ready to be validated. The test monitor then sends the information about the new structure to the test analyzer (1.2), which uses it in...
conjuction with the previous structure and a baseline test suite to prepare a new test suite. The test analyzer notifies the test planner that a new test suite is ready and requests that a test plan be created (1.3). At this point, the Orchestrating TM detects that a TestPlan-Created event (1.3.1) has occurred and intercepts the closed loop to set up an external code profiling tool. Once the code profiler has been setup to instrument the managed resource for test coverage, the test plan is finalized and control is returned to the closed loop (1.3.2). The test plan is then passed to the test executer component (1.4) which then starts running test cases on the managed resource (1.5), and initiates the second closed control loop.

The second intelligent control loop commences with the retrieval of the test results and test coverage information (2.1) from the managed resource. The test monitor correlates this information into a test log and passes it to the test analyzer (2.2). The test analyzer evaluates the test log against the validation policy and determines whether validation passed or failed (2.2.1a), or if the test suite was inadequate (2.2.1b) with respect to the test coverage criteria. The results of the evaluation are sent to the Orchestrating TM, which would either end the validation process (2.2.2a), or continue testing after re-analyzing the current test suite (2.2.2b). If a decision is made to re-analyze the test suite, the behavior of the second loop from 2.3 to 2.5 in Figure 2(b) is the same as the first loop from 1.3 to 1.5 in Figure 2(a).

5 Prototype

To validate our approach we developed a prototype of a Java application that has autonomic capabilities. Our prototype implements a data structure that has the ability to self-configure at runtime, which we refer to as an autonomic container. The managed element of the autonomic container was implemented as a stack, and an external application that makes random requests to push (pop) data elements to (from) the stack was developed. When the stack is at an average of 80 percent of its full capacity, the AM for self-configuration attempts to reconfigure the stack by increasing its capacity. This reconfiguration is intercepted and a signal is sent the self-testing component to validate the change request on a copy of the stack. Two tools were used to support testing: JUnit [6] and Cobertura [4]. In this section we provide the design of the prototype, describe the setup of the test environment, and discuss uses and limitations of the prototype.

5.1 Design of Prototype

At the top level, the prototype contains three main packages: ACApplication, AutonomicContainer, and SysController, as shown in Figure 4. ACApplication contains the classes that make up the external application that uses the AutonomicContainer. The application has two basic modes of operation - Random and AlwaysPush. Random mode determines whether to push or pop data elements by generating randomized boolean values, whereas the AlwaysPush mode continuously pushes data elements onto the stack. In both modes, the values of the data elements for push operations are random numbers. The package AutonomicContainer incorporates our self-testing framework. It contains the nested packages SelfConfigAM and SelfTestManager that implement intelligent control loops for self-configuration and self-testing respectively, as well as the Stack class and its manageability interface.

The design of the self-test component SelfTestManager is shown in Figure 5. The class TestManager implements functionality for the test monitor, test analyzer, test planner, test executer, and test knowledge. Test cases for the stack were developed using the JUnit superclass TestCase and stored in the class StackTest. Branch and line coverage were acquired by extending the class ProjectData from Cobertura, and having its Main class instrument the Stack class of the autonomic container for code coverage.
The validation policy for the SelfTestManager is stored in XML format and contains the test adequacy criteria and previous structure of the stack. Test results and test coverage are also stored in an XML file, which is supplied to the class TestManager for evaluation against the validation policy. The SysController package invokes the parallel execution of the ACAF and AutonomicContainer through the use of the Java threads.

5.2 Setup Environment

We developed the prototype in Java 5.0 using the Eclipse 3.1 SDK, along with the necessary plugins and packages for the testing support tools JUnit and Cobertura. JUnit [6] is a unit testing framework for Java from the XUnit family of testing frameworks. JUnit v3.8.1 was used to develop and automatically execute unit test cases on the autonomic container. Cobertura 1.8 [4], a Java code profiler, was used to automatically evaluate line and branch coverage as the test cases were being applied to the system. Cobertura was also used to generate reports on test coverage in XML format.

5.3 Discussion

The main objective of developing the prototype was to validate the high-level test model for autonomic computing systems shown in Figure 1. Although the prototype implements a minimal autonomic container, it provides evidence to support that the replication with validation strategy is feasible. To simulate the behavior of the test model in Figure 1, the autonomic system and self-testing framework were implemented as separate threads communicating through shared variables and synchronized method calls. Our self-testing framework assumes that the autonomic container provides the following operations: (1) updating the copy of the managed resource (e.g., increasing the stack capacity), (2) copying the contents of the container to the updated container after validation, and (3) providing a mechanism for safe adaptation [16].

The high-level validation policy for the prototype required 100% pass rate for all test cases executed, and at least 75% branch and statement coverage. The initial test suite for the autonomic container included 15 test cases developed using a combination of test strategies. These test strategies included: boundary, random, and equivalence partitioning [18]. Test cases to validate properties related to the capacity of the container were parameterized. To evaluate the prototype for the testing framework, we utilized a mutation testing technique to simulate two change request scenarios: (1) a request for correct re-configuration of the stack, and (2) a request for incorrect re-configuration of the stack. The latter was achieved by altering the method that re-configures the stack capacity to cause a decrease in capacity rather than an increase. In the first scenario, all of the test cases passed and the code coverage criteria were met (75% branch, 80% statement). The second scenario produced two test case failures, and therefore code coverage was omitted. These results were favorable as validation failed for the incorrect re-configuration scenario, and hence would have prevented a potentially harmful change request from being implemented on the stack.

Building the prototype provided us with insight on the scope of the self-test manager in terms of the operations that should be performed by the autonomic system and the self-testing framework. Dynamic test case generation and code-based changes remain core limitations of the prototype. Currently the prototype only implements replication with validation.

6 Related Work

Although there is clearly a need for autonomic systems to perform self-testing [10, 12], few researchers have addressed this issue. To the best of our knowledge this is the first work that incorporates self-testing as an integral part of autonomic systems.

Several researchers have investigated the notion of self-testing software [1, 2, 11, 14, 15]. The work by Le Traon et al. [14] is most closely related to our work; it describes a pragmatic approach to develop self-testable components that link design to the testing of classes. Components are self-testable by including test sequences and test oracles in their implementation. For this approach to be practical at the system level, structural test dependencies between self-testable components must be considered at the system architecture level. The concept of self-testable components strongly supports the idea of self-testing in autonomic computing systems. In our approach we do not consider the notion of self-testable components. However, such components can be easily incorporated into our strategy; thereby improving the overall approach.

Denaro et al. [3] present an approach that automatically synthesizes assertions from the observed behavior of the application aimed at achieving adaptive application monitoring. The proposed approach embeds assertions into the communication infrastructure of an application that describes the legal interactions between the communicating entities. These assertions are then checked at runtime to reveal misbehaviors, incompatibilities, and unexpected interactions that may
occur because of hidden faults. The focus of the work is to provide systems with the ability to automatically synthesize assertions that evolve over time and adapt to context-dependent interactions. The synthesis of assertions at runtime can benefit the self-testing of adaptive systems by providing a way to generate additional test cases, which can be used to test components after an autonomic change has been implemented.

Zhang et al. [17, 16] present an approach that formalizes the behavior of adaptive programs using state machines and Petri nets, respectively. The approach separates the adaptation behavior from the non-adaptive behavior, making the models easier to specify and verify using automated techniques. The contributions of the work by Zhang and Chen [16] that can be applied to our work include: (1) specification of global invariants of the properties of adaptive programs regardless of the adaptations and (2) creation of state-based models that aid in the generation of rapid prototypes. Using the specifications for global invariants and state-based models, test cases can be dynamically generated to test an adapted program at runtime.

7 Conclusions and Future Work

In this paper we proposed a framework that dynamically validates changes in autonomic computing systems. Our framework extends the current structure of autonomic computing systems to include self-testing as an implicit characteristic. We presented two strategies to support testing autonomic computing systems at runtime: safe adaptation with validation, and replication with validation. To show the feasibility of our testing framework, we developed a prototype that uses a minimal autonomic computing system. Our future work involves extending the capabilities of the prototype to include operations for self-healing, self-optimizing, and self-protecting. We also plan to finish implementing the safe adaptation with validation strategy in the prototype.
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